To Do

Have a Good Holiday, find some time to study a little physics, and come back from break relaxed, refreshed, and ready to go! The 3R’s of higher education?

The Diffusion of a One Dimensional Bump

When we looked at a one dimensional random walk, we found that the variance in position grows in proportion to the time. We’ve also argued that microscopically, diffusion is just a random walk. So, we might expect that if we start with an excess of energy concentrated at \( x = 0 \), it will diffuse away from the origin in such a way that the mean position of the energy remains at the origin, but the variance of the location of the energy grows with time. Furthermore, since the macroscopic energy distribution is determined by many small events, we might expect the distribution to be Gaussian. So, we guess that the one-dimensional temperature distribution

\[
\tau(x, t) = \frac{1}{\sqrt{2\pi at}} e^{-\frac{x^2}{2at}},
\]

might be a solution of the diffusion equation. Here, \( a \) is a constant that must have the same dimensions as a diffusion constant. This distribution is a Gaussian, centered at 0, with variance \( at \). To find out if this is a solution, we must plug into the diffusion equation for the temperature. We find

\[
\frac{\partial^2 \tau}{\partial x^2} = \frac{1}{\sqrt{2\pi at}} e^{-\frac{x^2}{2at}} \left[ \frac{1}{2at} - \frac{x^2}{a^2 t^2} \right],
\]

\[
\frac{\partial \tau}{\partial t} = \frac{1}{\sqrt{2\pi at}} e^{-\frac{x^2}{2at}} \left[ \frac{1}{2t} - \frac{x^2}{2at^2} \right],
\]

The one-dimensional diffusion equation for the temperature is

\[
\frac{\partial^2 \tau}{\partial x^2} - \frac{1}{D} \frac{\partial \tau}{\partial t} = 0,
\]

which is solved by our distribution provided \( a = 2D \).

This result reinforces the interpretation of diffusion as a random walk. It also has another application. The solution we’ve just constructed has the following interesting properties. First of all,

\[
\int_{-\infty}^{+\infty} \tau(x, t) \, dx = 1.
\]
In other words, the solution is normalized to unit “total temperature” for all \( t > 0 \). As \( t \to 0 \), the distribution gets infinitely narrow and infinitely high—but it still integrates to 1. Therefore if \( g(x) \) is any reasonably well behaved function, it must be that

\[
\lim_{t \to 0} \int_{-\infty}^{+\infty} g(x) \tau(x, t) \, dx \to g(0) \lim_{t \to 0} \int_{-\infty}^{+\infty} \tau(x, t) \, dx \to g(0).
\]

If you know about \( \delta \)-functions, what we’ve just shown is that as \( t \to 0 \), our temperature distribution behaves like \( \delta(x) \). We can shift the origin to \( x' \) simply by subtracting \( x' \) in the argument of the exponential. We can shift the origin of time to \( t' \) by subtracting \( t' \) from \( t \) in both places where \( t \) occurs. We can also call this function \( G(x, x', t, t') \) rather than \( \tau(x, t) \). Now we have

\[
G(x, x', t, t') = \frac{1}{\sqrt{4\pi D(t - t')}} e^{-\frac{(x - x')^2}{4D(t - t')}}.
\]

This is a solution to the thermal diffusion equation in \( x \) and \( t > t' \) and it corresponds to a “point source” of unit temperature at \( x = x' \) and \( t = t' \). The point source diffuses away from where it starts as time goes on.

Now suppose that at \( t' \) we have an arbitrary distribution of temperature \( \tau(x, t') \). Note that

\[
\tau(x, t') = \lim_{t \to t'} \int_{-\infty}^{+\infty} \tau(x', t') G(x, x', t, t') \, dx'.
\]

In other words, if we multiply our temperature distribution by \( G \), integrate over \( x' \) and take the limit \( t \to t' \), we get back the temperature distribution we put in. What we’ve done is to treat the temperature distribution at \( t' \) as an infinite number of point sources located at \( x' \). The strength of each point source is \( \tau(x', t') \, dx' \). Remember, the diffusion equation is linear and homogeneous so any sum of solutions is a solution. We know how a point source diffuses; the diffusion of a sum of point sources is just the sum of the diffusion of the individual point sources. In other words, if the temperature distribution at time \( t' \) is \( \tau(x, t') \), the distribution at a later time \( t \) is

\[
\tau(x, t) = \int_{-\infty}^{+\infty} \tau(x', t') G(x, x', t, t') \, dx'.
\]

If you look at what’s going on, you see that we are convolving the original temperature distribution with the Gaussian \( G \) to get the later temperature distribution. Convolving with a Gaussian is a smoothing operation. In fact, it’s often called a low pass filter. As time goes on, the filter gets wider in proportion to the square root of the time.

Interesting point: suppose you have a temperature distribution at time \( t_1 \). To propagate the temperature distribution to time \( t_2 \), you can use \( G(x, x', t_2, t_1) \). To propagate
from $t_1$ to $t_3 > t_2$ you can use $G(x, x', t_3, t_1)$. OR, you can propagate to $t_2$ and then regard the temperature distribution at $t_2$ as the initial distribution and propagate that to $t_3$ with $G(x, x', t_3, t_2)$. In other words

$$\tau(x, t_3) = \int_{-\infty}^{+\infty} \tau(x', t_1) G(x, x', t_3, t_1) \, dx' ,$$

$$= \int_{-\infty}^{+\infty} \tau(x', t_2) G(x, x', t_3, t_2) \, dx' ,$$

$$= \int_{-\infty}^{+\infty} \tau(x'', t_1) \left[ \int_{-\infty}^{+\infty} G(x, x', t_3, t_1) G(x', x'', t_2, t_1) \, dx' \right] \, G(x, x', t_3, t_2) \, dx' ,$$

$$= \int_{-\infty}^{+\infty} \tau(x'', t_1) \left[ \int_{-\infty}^{+\infty} G(x, x', t_3, t_2) G(x', x'', t_2, t_1) \, dx' \right] \, dx'' .$$

Or,

$$G(x, x'', t_3, t_1) = \int_{-\infty}^{+\infty} G(x, x', t_3, t_2) G(x', x'', t_2, t_1) \, dx' .$$

To get the filter for time $t_1 \rightarrow t_3$, we convolve (or filter) the filter for $t_1 \rightarrow t_2$ with the filter for $t_2 \rightarrow t_3$. A mathematical property of Gaussians is that when Gaussians are convolved, the variances add. This is just what we need for diffusion as the variance is proportional to the time.

Mathematical note: $G(x, x', t, t')$ is called a Green’s function. It is the response of the system at $x, t$ to a unit point source located at $x', t'$. You’ve used Green’s functions before, you just didn’t know it. For example, a unit point charge located at $r'$ produces an electric potential at $r$

$$G(r, r') = \frac{1}{|r - r'|} .$$

Then to find the electric potential from a distribution of charge, you convolve the charge distribution with the Green’s function

$$\Phi(r) = \int \rho(r') G(r, r') \, d^3r' = \int \frac{\rho(r')}{|r - r'|} \, d^3r' .$$

There’s no time dependence in this electrostatics problem, but the basic idea of convolution and a Green’s function is the same.

Mathematical note 2: We’ve worked out the one dimensional Green’s function for the diffusion problem. In K&K chapter 15, problem 2, the two and three dimensional pulse response functions are worked out.

Mathematical note 3: The Green’s function depends on the geometry of the system. We’ve assumed a one-dimension system that’s infinite in both directions. Temperature
(or internal energy) can diffuse away to infinity. If we had a finite medium which did not permit heat flow past its boundaries, the Green’s function would be different. If we had a non-uniform medium, the Green’s function would be different, etc.

Mathematical note 4: Given a uniform, one-dimensional, infinite medium. we’ve completely “solved” the initial value problem. Given the temperature distribution at one time, we can find it at all later times just by doing an integral. (Well, actually an integral for each point and time!)

Physics(!) note: The key idea is that in the absence of heat sources, sinks, or reservoirs, etc., temperature non-uniformities just diffuse away with time. Any non-uniformity spreads to a size $\sqrt{2Dt}$ after time $t$ and has its amplitude reduced by the same factor. (This assumes of course, that its initial size was much smaller than $\sqrt{2Dt}$.) In three dimensions, the size grows at the same rate, but the amplitude decreases as the cube since it’s spreading out in three dimensions rather than just one.

Time Independent Solutions of the Diffusion Equation

In some cases, we’ll be interested in the time independent solution of the diffusion equation. Why would be interested in this? Answer: when a system reaches a steady state, the temperature distribution must satisfy

$$\nabla^2 \tau = 0,$$

as well as whatever boundary conditions exist. Suppose for example that a high ($\tau_1$) and low ($\tau_2$) temperature reservoir are connected by a bar with a non-uniform cross section. The transport equation applies, so $J_u = -K\nabla \tau$. If we are in a steady state, then any energy entering a thin slab of the bar must leave the other side of the slab at the same rate. In other words, the energy flux (not flux density) must be constant along the length of the bar. So

$$J(x)A(x) \approx \text{constant}$$

where $x$ measures position along the bar and $A(x)$ is the cross sectional area at position $x$. This says that, approximately,

$$\nabla \tau \propto \frac{1}{A(x)}.$$

As a specific example, suppose that the bar is in the form of a truncated cone, with $A(x) = A_1(x^2/x_1^2)$ where $A_1$ is the cross section at $x_1$, and $x_1$ is the value of the $x$ coordinate at the $\tau_1$ end of the bar and $x_2 > x_1$ is the value of the $x$ coordinate at the $\tau_2$ end of the bar. We also suppose that $\sqrt{A_1} \ll x_1$. Basically we have a bar that is a wedge of a spherical shell of inner and outer radii $x_1$ and $x_2$. The temperature distribution must satisfy $\nabla^2 \tau = 0$ subject to the boundary conditions which are: the temperature at $x_1$ is
\( \tau_1 \), the temperature at \( x_2 \) is \( \tau_2 \) and there in no energy flux through the sides of the bar, only the ends. A little thought shows that if we actually had a complete spherical shell of inner and outer radii \( x_1 \) and \( x_2 \) at temperatures \( \tau_1 \) and \( \tau_2 \), then the flux density would be radial and the solution to this problem would also solve the present bar problem. So we want the solutions for \( \nabla^2 \tau \) which are spherically symmetric. These are the same as the solutions for a spherically symmetric electric potential in a charge free region. We know what these are. There can be a point charge at the center of the sphere \((\Phi = 1/r)\) and a constant. So the temperature as function of \( x \) must be

\[
\tau(x) = \frac{C_1}{x} + C_2 ,
\]

A little algebra finds the constants,

\[
\tau(x) = \frac{x_1x_2(\tau_1 - \tau_2)}{x(x_2 - x_1)} + \frac{x_2\tau_2 - x_1\tau_1}{x_2 - x_1} .
\]

Note that \( \nabla \tau \propto 1/x^2 \) as we wanted.

Continuity Equation for Mass

Consider a medium in which the mass density is \( \rho(r,t) \) and the medium moves with a bulk velocity \( \mathbf{v}(r,t) \). Then the mass flux density at \( r \) at time \( t \) (we'll drop the explicit notation) is

\[
J_\rho = \rho \mathbf{v} .
\]

Just like other quantities, this satisfies a continuity equation, or in this case a mass conservation equation, which says that mass flux leaving a small volume is just the rate of change of mass in the volume

\[
\nabla \cdot J_\rho + \frac{\partial \rho}{\partial t} = \nabla \cdot (\rho \mathbf{v}) + \frac{\partial \rho}{\partial t} = 0 .
\]
Sound Waves in a Gas

In this section we’ll work out the wave equation for sound waves in an ideal gas. To start with, let’s consider a plane wave in the pressure. The change in pressure from its equilibrium value is

$$\delta p = \delta p_0 e^{i(k \cdot r - \omega t)}$$

where $\delta p_0$ is the amplitude of the wave. The wave is assumed to be small enough that only first order quantities need to be considered. Of course, this means that there is a sinusoidally varying pressure gradient which accelerates the gas. Suppose there is a pressure gradient in the $x$ direction and consider a small volume of gas in a box with cross sectional area $A$ and length $dx$. Then the net force on the gas in the box is $-(\nabla p)_x A \, dx$. The momentum of the gas in the box at time $t$ and position $\mathbf{r}$ is $\rho(t, \mathbf{r}) \mathbf{v}(t, \mathbf{r}) A \, dx$. The rate of change of this momentum must be the force. (Note that we are ignoring viscous forces and assuming smooth flow!) When calculating the rate of change, we must note that the box is moving with velocity $\mathbf{v}$, so at time $dt$, $\mathbf{r} \rightarrow \mathbf{r} + \mathbf{v} \, dt$. We cancel out the $A \, dx$ and take the time derivative and find

$$\frac{\partial \rho \mathbf{v}_x}{\partial t} + \mathbf{v} \cdot \nabla (\rho \mathbf{v}_x) = -(\nabla p)_x,$$

or generalizing to a pressure gradient in an arbitrary direction,

$$\frac{\partial \rho \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla (\rho \mathbf{v}) = -\nabla p.$$

Now, in equilibrium, $\rho$ is a constant, $p$ is a constant, and $\mathbf{v} = 0$. When a wave is present, all of these have small oscillatory components. On the left hand side, we can ignore the $\mathbf{v} \cdot \nabla (\rho \mathbf{v})$ term altogether since it has two powers of velocity and is second order small. In the other term, we can ignore the oscillatory wave in $\rho$ since it is multiplied by the first order small velocity. To make all this explicit, let’s write

$$\rho = \rho_0 + \delta \rho, \quad p = p_0 + \delta p, \quad \mathbf{v} = 0 + \delta \mathbf{v}, \quad \tau = \tau_0 + \delta \tau,$$

and so on. The quantities prefixed by $\delta$ are the small oscillatory quantities and the others are the equilibrium quantities and we will drop products of oscillatory quantities in our expressions. In particular the force equation above becomes

$$\rho_0 \frac{\partial (\delta \mathbf{v})}{\partial t} = -\nabla (\delta p).$$

If we have an ideal gas,

$$p = n \tau = \frac{\rho \tau}{m},$$

so

$$\rho_0 \frac{\partial (\delta \mathbf{v})}{\partial t} = -\frac{\tau_0}{m} \nabla (\delta \rho) - \frac{\rho_0}{m} \nabla (\delta \tau).$$
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We also have
\[ \delta U + p_0 \delta V = \tau_0 \delta \sigma, \]
which can be rewritten in terms of unit volume
\[ \frac{\delta U}{V_0} + \frac{p_0}{V_0} \delta V = \tau_0 \frac{\delta \sigma}{V_0} = \tau_0 \delta \hat{\sigma}, \]
where \( \hat{\sigma} \) is the entropy per unit volume or the entropy density. Now divide by \( dt \) and remember that because we have an ideal gas, the energy density per unit volume is \( \hat{C}_V \tau \),
\[ \hat{C}_V \frac{\partial (\delta \tau)}{\partial t} + \frac{p_0}{V_0} \frac{\partial (\delta V)}{\partial t} = \tau_0 \frac{\partial (\delta \hat{\sigma})}{\partial t}. \]
Note also that \( \rho V = \text{constant} \), so \( \delta \rho/\rho_0 = -\delta V/V_0 \) and
\[ \hat{C}_V \frac{\partial (\delta \tau)}{\partial t} - \frac{\rho_0}{p_0} \frac{\partial (\delta \rho)}{\partial t} = \tau_0 \frac{\partial (\delta \hat{\sigma})}{\partial t}. \]
Also \( \tau_0 \partial (\delta \hat{\sigma})/\partial t \) is the heat added per unit volume per unit time. This must equal the heat flow which is \( K \nabla^2 (\delta \tau) \). Note that earlier, in deriving the thermal diffusion equation, we ignored the \( p dV \) term. This was OK, because \( p dV \) work is usually quite small for a solid.

At this point, it may be useful to summarize the equations we’ve obtained so far. We have the continuity equation for mass, which written in terms of our small quantities, is
\[ \rho_0 \nabla \cdot (\delta v) = -\frac{\partial (\delta \rho)}{\partial t}, \]
and the force equation
\[ \rho_0 \frac{\partial (\delta v)}{\partial t} = -\frac{\tau_0}{m} \nabla (\delta \rho) - \frac{\rho_0}{m} \nabla (\delta \tau), \]
and the thermal diffusion equation
\[ \frac{\partial (\delta \tau)}{\partial t} - \frac{\rho_0}{\hat{C}_V p_0} \frac{\partial (\delta \rho)}{\partial t} = D \nabla^2 (\delta \tau). \]
Note that \( D = K/\hat{C}_V \) and the thermal diffusion equation is the same as the one we discussed earlier without the density term. What we’re going to do is take the time derivative of the continuity equation and the divergence of the force equation. This gives is a second time derivative equal to a second space derivative which is what we need for a wave equation. There is one small problem: both \( \delta \rho \) and \( \delta \tau \) appear in the equation. We use the heat flow equation to relate the two. Let’s consider this latter relation. The time derivative produces (order of magnitude) \( 1/T \) where \( T \) is the period of the wave. The
Laplacian produces $1/\lambda^2$, where $\lambda$ is the wavelength of the wave. So the ratio of the right hand side to the left hand side is of order

$$\frac{DT}{\lambda^2} = \frac{D}{v_s \lambda},$$

where $v_s$ is the speed of whatever wave we’re dealing with—that is, the speed of sound. We know that $D$ is roughly the speed of sound times the mean free path, so the ratio of the right hand side to the left hand side is roughly the mean free path over the wavelength of the wave. So until we get to very short wavelength waves, we can ignore the right hand side and we have

$$\frac{\partial (\delta \tau)}{\partial t} = \frac{p_0}{C_V \rho_0} \frac{\partial (\delta \rho)}{\partial t} = 0,$$

which means

$$\delta \tau = \frac{p_0}{C_V \rho_0} \delta \rho.$$

What we’ve just shown is that sound waves (with wavelengths longer than the mean free path) are isentropic. The compressed parts of the wave are hotter than the rarefied parts of the wave, but the wave goes by so fast that there’s no time for heat to flow from a compression to adjacent rarefactions. The force equation becomes

$$\rho_0 \frac{\partial (\delta v)}{\partial t} = -\frac{\tau_0}{m} \nabla (\delta \rho) - \frac{p_0}{C_V m} \nabla (\delta \rho),$$

$$= -\left( \frac{\tau_0}{m} + \frac{n_0 \tau_0}{C_V m} \right) \nabla (\delta \rho),$$

$$= -\frac{(\dot{C}_V + n_0) \tau_0}{C_V m} \nabla (\delta \rho),$$

$$= -\frac{\dot{C}_p \tau_0}{C_V m} \nabla (\delta \rho),$$

$$= -\frac{\gamma \tau_0}{m} \nabla (\delta \rho).$$

We’ve used the facts that the heat capacity per unit volume at constant pressure is just $\dot{C}_V + n_0$ and the ratio $C_p/C_V$ is denoted by $\gamma$.

Now, we take the divergence of the force equation and we have

$$\rho_0 \frac{\partial [\nabla \cdot (\delta v)]}{\partial t} = -\frac{\gamma \tau_0}{m} \nabla^2 (\delta \rho).$$

We take the time derivative of the continuity equation

$$\rho_0 \frac{\partial [\nabla \cdot (\delta v)]}{\partial t} = -\frac{\partial^2 (\delta \rho)}{\partial t^2}.$$
We equate the right hand sides and find the wave equation

\[
\nabla^2(\delta \rho) - \frac{1}{v_s^2} \frac{\partial^2(\delta \rho)}{\partial t^2} = 0,
\]

where

\[
v_s = \sqrt{\frac{\gamma \tau_0}{m}},
\]

is the speed of sound in the gas.

Wave Functions for a Sound Wave

If we have a harmonic wave in a gas, then all the small quantities we’ve been discussing look like

\[
\delta \rho = \delta \rho_0 e^{i(k \cdot r - i\omega t)},
\]

\[
\delta p = \delta p_0 e^{i(k \cdot r - i\omega t)},
\]

\[
\delta \tau = \delta \tau_0 e^{i(k \cdot r - i\omega t)},
\]

\[
\delta v = \delta v_0 e^{i(k \cdot r - i\omega t)},
\]

\[
\delta r = \delta r_0 e^{i(k \cdot r - i\omega t)},
\]

where \(\delta r(r, t)\) is the displacement of the gas from its equilibrium position. Note we’re using \(r\) as a coordinate that labels where we are and \(\delta r\) as a dynamical variable. This is confusing, but fairly common practice. In any case, we haven’t introduced \(\delta r\) before. It’s just

\[
\delta r = \int \delta v \, dt.
\]

For a complex harmonic wave, the differential operators \(\nabla\) and \(\partial/\partial t\) are replaced by multiplication by \(i\hat{k}\) and \(-i\omega\) respectively. The time integral operator is replaced by multiplying by \(i/\omega\). Given one amplitude, all the others are determined by the various equations we’ve been dealing with. So let’s express them all in terms of \(\delta p_0\). The force equation gives

\[
\delta v_0 = \frac{k}{\omega \rho_0} \delta p_0 = \frac{1}{v_s \rho_0} \delta p_0 = \frac{v_s}{\gamma} \frac{\delta p_0}{p_0},
\]

where \(v_s = \omega/k\) and \(\hat{k}\) is a unit vector in the \(k\) direction. We see that velocity is parallel to the direction of the wave, so we have a longitudinal wave. With this expression for \(\delta v_0\), we use the continuity equation to get \(\delta \rho_0\),

\[
\delta \rho_0 = \rho_0 \frac{k \cdot \delta v_0}{\omega} = \frac{1}{v_s^2} \delta p_0.
\]
Using the facts that \( v_s^2 = \gamma \tau_0 / m \) and \( p_0 = \rho_0 \tau_0 / m \), we have \( v_s^2 = \gamma p_0 / \rho_0 \) and
\[
\frac{\delta \rho_0}{\rho_0} = \frac{1}{\gamma} \frac{\delta p_0}{p_0},
\]
which could have been deduced from the isentropic equation for an ideal gas, \( pV^\gamma = \text{Constant} \). We use the thermal diffusion equation to find \( \delta \tau_0 \),
\[
\delta \tau_0 = \frac{p_0}{C_V \rho_0} \delta \rho_0 = \frac{n_0 \tau_0}{C_V \rho_0} \delta \rho_0 = \frac{\tau_0}{C_V m} \delta \rho_0 = \frac{1}{\gamma C_V m} \frac{\delta p_0}{p_0} = \frac{\tau_0}{C_V m} \frac{\delta p_0}{\gamma \tau_0} = \frac{1}{\gamma} \frac{\delta p_0}{p_0}.
\]
Slightly more algebra gives
\[
\frac{\delta \tau_0}{\tau_0} = \frac{\gamma - 1}{\gamma} \frac{\delta p_0}{p_0},
\]
which also could have been derived from the isentropic law. Finally, the displacement is found just by integrating the velocity
\[
\delta r_0 = k \frac{i v_s \delta p_0}{\gamma \omega p_0}.
\]
Note that the pressure, density, temperature and velocity are all in phase. The displacement is 90° out of phase. You may recall from Physics 103/5 that a pressure node is a displacement anti-node and vice-versa.

Heat Losses in a Wave

The equations we developed earlier included the transfer of heat from the compressed, hot parts of the wave to the rarefied, cool parts of the wave. We argued that we could ignore the heat transfer. For very short wavelength (high frequency) waves we can’t ignore the heat transfer, and we need to keep the \( D \nabla^2 \delta \tau \) term. Rather than try to derive a wave equation, it’s probably easier just to plug the plane wave solutions (as in the previous section) into the various equations. We have three equations, (continuity, force, heat transfer) and three unknowns, \( \delta \nu_0, \delta \tau_0, \) and \( \delta \rho_0 \). The force equation gives
\[
-i \omega \rho_0 \delta \nu_0 + ik \frac{\tau_0}{m} \delta \rho_0 + ik \frac{\rho_0}{m} \delta \tau_0 = 0.
\]
This tells us that we have a longitudinal wave, so we’ll just drop the vector symbols on \( k \) and \( \delta \nu_0 \) for now. The continuity equation is
\[
ijk \rho_0 \delta \nu_0 - i \omega \delta \rho_0 = 0.
\]
The thermal diffusion equation is
\[
(k^2 D - i \omega) \delta \tau_0 + i \omega \frac{p_0}{C_V \rho_0} \delta \rho_0 = 0.
\]
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Now, these are homogeneous equations which have a non-trivial solution only if the determinant of the matrix of coefficients is 0. This gives the characteristic equation

\[(k^2 D - i \omega) \left( \frac{k^2 \tau_0}{m} - \omega^2 \right) - i k^2 \omega \frac{p_0}{m C_V} = 0.\]

After a fair amount of algebra, this can be put in the form

\[\omega^2 = k^2 \frac{\tau_0}{m} \frac{\dot{C}_p}{C_V} + \frac{i k^2 K}{\omega}.\]

So, the equations have a solution provided \(k\) and \(\omega\) satisfy this dispersion relation. Note that when the terms containing the thermal conductivity are ignored we get the previous relation between \(\omega\) and \(k\). When they are important, we have a complex wave number and an attenuation of the wave resulting from the wave energy being dissipated as heat.

Some things we’ve ignored: If the gas is not monatomic, the excitation of the rotational and vibrational modes can get out of phase with the wave. In this case, energy may be lost to the excitation of these modes. This is discussed in K&K, but we don’t have time.