Phase Transitions

Phase transitions occur throughout physics. We are all familiar with melting ice and boiling water. But other kinds of phase transitions occur as well. Some solids, when heated through certain temperatures, change their crystal structure. For example, sulfur can exist in monoclinic or rhombic forms.

When iron is cooled below the Curie point, it spontaneously magnetizes. The Curie point of iron is $T_c = 1043$ K. A typical chunk of iron has no net magnetization because it magnetizes in small domains with the direction of the magnetic field oriented at random. The magnetization, even in the small domains, disappears above the Curie temperature.

The transition between the normal and superfluid states of $^4$He is a phase transition as are the transitions between normal and superconducting states in superconductors.

You’ve probably heard about the “symmetry breaking phase transitions” that might have occurred in the very early universe, as the universe cooled from its extremely hot “initial” state. Such transitions “broke” the symmetry of the fundamental forces causing there to be different couplings for the strong, weak, electromagnetic, and gravitational force. The latent heat released in such a transition might have driven the universe into a state of very rapid expansion (inflation).

The spontaneous magnetization of iron as it’s cooled below the Curie temperature is an example of a symmetry breaking transition. Above the Curie point, the atomic magnets (spins) are oriented at random (by thermal fluctuations). So any direction is the same as any other direction and there is rotational symmetry. Below the Curie point (and within a single domain) all the atomic magnets are lined up, so a single direction is picked out and the rotational symmetry is broken.

This is not an exhaustive list of phase transitions! Even so, we will not have time to discuss all these kinds of phase transitions. We will start with something “simple” like the liquid to gas transition.
Phase Diagrams

Suppose we do some very simple experiments. We place pure water inside a container which keeps the amount of water constant and doesn’t allow any other kinds of molecules to enter. The container is in contact with adjustable temperature and pressure reservoirs. We dial in a temperature and a pressure, wait for equilibrium to be established, and then see what we have. For most pressures and temperatures we will find that the water is all solid (ice), all liquid, or all vapor (steam). For some temperatures and pressures we will find mixtures of solid and vapor, or solid and liquid, or liquid and vapor. The figure shows a schematic plot of a phase diagram for water. I didn’t put any numbers on the axes—which is why it’s schematic. (Also, there are several kinds of ice which we’re ignoring!) K&K give a diagram, but it doesn’t have any resolution at the triple point.

Note that the first figure (which we’ll talk about some more in a minute) is something like a map: it says here we have vapor, there we have solid, etc. The second figure is a schematic of a $pV$ diagram showing an isotherm. For an ideal gas, we would have a hyperbola. For the isotherm as shown, we have pure liquid on the branch to the left of point $a$, pure vapor to the right of point $b$ and along the segment from $a$ to $b$ we have a mixture of liquid and vapor. If we move along this isotherm from left to right, we are essentially moving down a vertical line in the $p\tau$ diagram. To the left of point $a$ we are moving to lower pressures, with liquid water. From $a$ to $b$ we are stuck at the line in the $p\tau$ diagram that divides the liquid from the vapor region, and to the right of $b$ we are moving down in the vapor region. So the entire transition from all liquid to all vapor which is $a$ to $b$ in the $pV$ diagram happens in a single point in the $p\tau$ diagram. At this point, the water has a fixed temperature and pressure, and what adjusts to match the volume is the relative amounts of liquid and vapor.

Now, at each location in the $p\tau$ diagram, we fix the temperature and pressure and let the system come to equilibrium. The equilibrium condition is that the Gibbs free energy is minimized. Ignoring for the moment the fact that the water can be a solid, the Gibbs free energy is

$$G(p, \tau, N_l, N_v) = N_l \mu_l(p, \tau) + N_v \mu_v(p, \tau),$$

where the subscripts $l$ and $v$ refer to the liquid and vapor and we’ve made use of the fact that for a single component substance the chemical potential can be written as a
function of $p$ and $\tau$ only. There are several ways we might minimize $G$. First of all, if $\mu_l(p, \tau) < \mu_v(p, \tau)$, then we minimize $G$ by setting $N_l = N$ and $N_v = 0$ where $N$ is the total number of water molecules. In other words, the system is entirely liquid. If $\mu_v(p, \tau) < \mu_l(p, \tau)$, we minimize the free energy by making the system entirely vapor. Finally, if $\mu_l(p, \tau) = \mu_v(p, \tau)$, we can’t change the free energy by changing the amount of vapor and liquid, so we can have a mixture with the exact amounts of liquid and vapor determined by other constraints (such as the volume to be occupied).

So, what we’ve just shown is that where liquid and vapor coexist in equilibrium, we must have

$$\mu_l(p, \tau) = \mu_v(p, \tau),$$

which is exactly the same condition we would have come up with had we considered the “reaction”

$$\text{H}_2\text{O}_{\text{liquid}} \leftrightarrow \text{H}_2\text{O}_{\text{vapor}}.$$

This is a relation between $p$ and $\tau$ and it describes a curve on the $p\tau$ diagram. It’s called the vapor pressure curve.

With similar arguments, we deduce that solid and vapor coexist along the curve defined by

$$\mu_s(p, \tau) = \mu_v(p, \tau),$$

which is called the sublimation curve, and solid and liquid coexist along the curve

$$\mu_s(p, \tau) = \mu_l(p, \tau),$$

which is the melting curve.

If we have all three chemical potentials equal simultaneously,

$$\mu_s(p, \tau) = \mu_l(p, \tau) = \mu_v(p, \tau),$$

we have two conditions on $p$ and $\tau$ and this defines a point. This unique (for each substance) point where solid, liquid, and vapor all coexist is called the triple point. For water,

$$T_t = 273.16 \, \text{K}, \quad p_t = 4.58 \, \text{mm Hg}.$$

Actually, this is now used to define the Kelvin scale.

If a substance has more than three phases, it can have more than one triple point. For example, the two crystalline phases of sulfur give it four phases, and it has three triple points.

The vapor pressure curve eventually ends at a point called the critical point. At this point, one can’t tell the difference between the liquid phase and the vapor phase. We’ll
say more about this later, but for now, consider that as you go up in temperature, you get sufficiently violent motions that binding to neighboring molecules (a liquid) becomes a negligible contribution to the energy. As one goes up in temperature, the heat of vaporization decreases. At the critical point it is zero. The critical point for water occurs at

$$T_c = 647.30 \text{ K}, \quad p_c = 219.1 \text{ atm}.$$ 

Another way to think of the phase diagram and the coexistence curves is to imagine a 3D plot. Pressure and temperature are measured in a horizontal plane, while $\mu(p, \tau)$ is plotted as height above the plane. This defines a surface. In fact we have several surfaces, one for $\mu_s$, $\mu_l$, and $\mu_v$. We take the overall surface to be the lowest of all the surfaces—remember we're trying to minimize $G$. Where $\mu_v$ is the lowest, we have pure vapor, etc. Where two surfaces intersect, we have a coexistence curve.

Of course, the phase diagram corresponds to equilibrium. It is possible to have liquid in the vapor region (superheated), or solid region (supercooled), etc., but these situations are unstable and the system will try to get to equilibrium. Whether this happens rapidly or slowly depends on the details of the particular situation.

First Order and Second Order Phase Transitions

In the phase diagram we’ve been discussing, as we cross a coexistence curve, $G$ is continuous, but its slope changes discontinuously. This is true whether we cross the curve by changing temperature or by changing pressure. This means that the entropy and volume have step discontinuities. Recall,

$$dG = -\sigma \, d\tau + V \, dp + \mu \, dN,$$

so

$$\sigma = -\left( \frac{\partial G}{\partial \tau} \right)_{p,N}, \quad V = +\left( \frac{\partial G}{\partial p} \right)_{\tau,N}, \quad \mu = +\left( \frac{\partial G}{\partial N} \right)_{p,\tau}.$$ 

The situation is sketched in the left pair of plots in the figure which shows the change in entropy resulting from the phase transition. Such a transition is called a first order
transition—the first derivatives of $G$ have discontinuities.

Second order transitions have discontinuities in the second derivatives. So things like the entropy and volume are continuous, but their slopes change suddenly. This is illustrated in the righthand pair of plots.

Since there is a discontinuous change in the entropy in a first order transition, heat must be added, and

$$\Delta \sigma = L/\tau,$$

where $L$ is the heat required for the system to go from completely liquid to completely vapor at temperature $\tau$. This is called the heat of vaporization (or sometimes the latent heat of vaporization). Similarly, there are heats of melting (fusion) and sublimation. In a first order transition, the heat capacities $dQ/d\tau$ are $\delta$-functions!
The Clausius-Clapeyron Equation

Now we are going to return to a first order transition, like the liquid–vapor transition in water and see if we can say something about the functional form of the coexistence curve. The vapor pressure curve is given by

\[ \mu_l(p, \tau) = \mu_v(p, \tau) . \]

Let’s move a short distance along the curve in which \( \tau \) changes by \( d\tau \) and \( p \) changes by \( dp \). As we move along the curve, the chemical potentials change as well. If we remain on the curve, the change in both chemical potentials must be the same. We have

\[
\frac{d\mu_l(p, \tau)}{\tau} dp + \frac{d\mu_l}{\tau} d\tau = \frac{d\mu_v}{\tau} dp + \frac{d\mu_v}{\tau} d\tau ,
\]

\[
\frac{dp}{d\tau} = \frac{\frac{1}{N_v} \sigma_v}{\frac{1}{N_v} s_v} = \frac{s_v - s_l}{v_v - v_l} .
\]

This is called the Clausius-Clapeyron equation.

Some comments on this equation are in order. First of all, \( dp/d\tau \) is the slope of the vapor pressure curve (it has nothing directly to do with the equation of state of the substance). Secondly, we have the entropy per particle and the volume per particle. Since
we have a ratio, the equation remains true if we use the entropy per mole and volume per mole, or the entropy per gram and volume per gram, etc. In words, the equation says the slope of the vapor pressure curve is the ratio of the change in specific entropy to the change in specific volume between the vapor and liquid phases. A similar equation applies to each coexistence curve. We just need to put in the right quantities. For example, the melting curve would have

$$\frac{dp}{d\tau} = \frac{s_l - s_s}{v_l - v_s}.$$ 

A final comment is that the specific entropies and volumes are to be evaluated at the temperature and pressure at the point on the coexistence curve for which the slope is desired.

The Clausius-Clapeyron equation is often written in other forms. In particular, the change in entropy can be immediately related to the latent heat.

$$\frac{dp}{d\tau} = \frac{\ell}{\tau \Delta v},$$

where $\ell$ is the specific latent heat and $\Delta v$ is the change in specific volume. We can apply this to the melting of ice and the change in melting temperature with pressure. We start with what happens at 1 atm and $0^\circ C = 273.15$ K. The specific latent heat of fusion is $3.35 \times 10^9$ ergs g$^{-1}$. The specific volumes of ice and liquid water are

$$v_s = 1.09070 \text{ cm}^3 \text{ g}^{-1}, \quad v_l = 1.00013 \text{ cm}^3 \text{ g}^{-1}.$$ 

Remember, water expands as it freezes! The result is

$$\frac{dp}{dT} = -1.35 \times 10^8 \text{ dyne cm}^{-2} \text{ K}^{-1} = -134 \text{ atm K}^{-1}.$$ 

The slope is negative! This accounts for the fact that the melting curve of water leaves the triple point headed up and slightly to the left. Most materials (which expand on melting!) have a melting curve which leaves the triple point headed up and slightly to the right. That is, a large positive slope instead of a large negative slope. This unusual property of water is often said to be the reason why we can have figure skating and ice hockey and why glaciers can flow. As a glacier meets up with an obstruction, the pressure at the point of contact with the obstruction increases until the ice melts and the liquid water can flow around the obstruction and refreeze on the other side. Similarly, ice skates can melt ice and the liquid water helps lubricate the skate. This sounds good, but the numbers don’t work out. For example, one needs about 10 meters of ice to generate a pressure of one atmosphere; to get a 10 degree change in melting temperature, we would need a 13 km thick glacier. A 50 kg skater on a pair of 20 cm by 0.1 mm (very sharp) skates would produce about a 1 degree change in melting temperature. Although this effect may play a role, it is probable that surface effects are more important. For example, a water molecule on the surface forms
bonds with fewer neighbors than a molecule in the interior of the solid. Also, it may be attracted to the material in contact with the surface making it easier to “melt.”

Now let’s look at what happens at the normal boiling point of water and the liquid–vapor transition. This occurs at 1 atm and 100°C = 373.15 K. The latent heat of vaporization is $2.257 \times 10^{10}$ ergs g$^{-1}$ and the specific volumes of the liquid and the vapor are

$$v_l = 1.043 \text{ cm}^3 \text{ g}^{-1}, \quad v_v = 1673 \text{ cm}^3 \text{ g}^{-1}. $$

This gives

$$\frac{dp}{dT} = 3.62 \times 10^4 \text{ dyne cm}^{-2} \text{ K}^{-1} = 0.036 \text{ atm K}^{-1}. $$

On Mauna Kea in Hawaii at an altitude of about 14,000 ft, the pressure is about 60% of sea level pressure. That is, the pressure has decreased by 0.4 atm. Using the slope we just calculated, we find that the boiling point of water decreases by 11°C to 89°C.

Up to this point, we haven’t made any approximations in dealing with the Clausius-Clapeyron equation. When we deal with the vapor pressure curve, we can usually neglect the volume of the liquid compared to the gas (as we’ve just seen). Also, we can use the ideal gas law to get volume in terms of the pressure and temperature (of course, if the substance is making the transition between liquid and gas, the ideal gas law may not apply all that well!). Recall, we need the specific volume, so if we have the latent heat per unit mass, then we can write $v = RT/pM$, where $R$ is the gas constant (per mole) and $M$ is the molecular weight (mass per mole). Then we have

$$\frac{dp}{dT} = \frac{\ell}{T(RT/pM)} = p \frac{M\ell}{RT^2}. $$

This is yet another form of the Clausius-Clapeyron equation. Note that if we evaluate the slope at the normal boiling point with this expression, we get

$$\frac{dp}{dT} = 3.54 \times 10^4 \text{ dyne cm}^{-2} \text{ K}^{-1} = 0.035 \text{ atm K}^{-1}, $$

within 3% of what we had with the exact expression.

We can rewrite the approximate form of the Clausius-Clapeyron equation as

$$\frac{dp}{p} = \frac{M\ell}{RT} \frac{dT}{T^2}. $$

If we now assume that the $\ell$ does not depend on temperature or pressure, we can integrate this expression.

$$\log p = -\frac{M\ell}{RT} + \text{constant},$$
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or

\[ p = p_0 e^{-M\ell / RT}. \]

What this says is that a semi-log plot of the vapor pressure against \( T^{-1} \) should be a straight line. K&K figure 10.3 shows that this is not all that bad of an approximation. Of course, we know that the latent heat isn’t constant and it goes to zero at the critical point. Part of the reason the plot in K&K doesn’t look all that bad is that the scale is very coarse and covers 8 orders of magnitude in pressure. Even though the latent heat isn’t constant, it’s a good approximation to assume it is for a small range of the curve and for a small range, the pressure is well approximated by an exponential of \( 1/\tau \). (One can think of the integration constant, \( p_0 \), as changing from one small range to the next.)

The van der Waals Equation of State

If we want to have an atomic model for a liquid–vapor transition, we will need to model the gas as something more than non-interacting point particles. A reasonably successful approach models the gas molecules as having an attractive force for separations larger than some distance (roughly the equilibrium separation in the solid). The attractive force gets weaker and goes to zero as the separation is increased. If the molecules get too close, a strong repulsive force arises. We can approximate this force by thinking of the molecules as “hard spheres” which can get as close as twice their radii, but no closer. K&K, figure 10.7 shows a schematic of the potential energy curve of the interaction between two molecules. (Remember the force is the negative of the slope of this curve.) Fortunately, we don’t need to know the details of this curve. It’s only described to this extent in order to motivate the van der Waals equation of state.

The van der Waals equation of state is

\[ \left( p + a \frac{N^2}{V^2} \right) (V - bN) = N\tau, \]

where \( a \) and \( b \) are constants that depend on the gas molecules. \( b \) is related to the hard sphere repulsion and \( a \) is related to the longer range attraction. This equation of state can be obtained by starting with the Helmholtz free energy of an ideal gas and making corrections to account for these effects.

The ideal gas free energy is

\[ F = -N\tau \left( \log(n_Q/n) + 1 \right). \]

If each molecule occupies a volume \( b \) then the effective volume available is \( V - bN \), so the concentration should be replaced by \( N/(V - bN) \). Of course, this is not entirely legitimate, but if each molecule has a volume \( b \), then you would expect the pressure to diverge if the density reaches 1 molecule per volume \( b \). This is exactly what this correction provides.
Since there is an attractive force between the molecules, there is a net negative contribution to the energy produced by every pair of molecules. We will evaluate this in an approximate way. Suppose $\phi(r)$ is the potential energy between two molecules separated by $r$. The potential energy of one molecule due to its interactions with all the other molecules is

$$u = \int_{r_{\text{min}}}^{\infty} n(r) \phi(r) dV,$$

where $r_{\text{min}}$ corresponds to the minimum distance set by $b$ and $n(r)$ is the concentration at distance $r$ from the given molecule. The simplest thing we can do is to assume $n(r) = n = \text{const}$. This is called the mean field approximation. We assume that each molecule moves in the average field of all the other molecules and does not affect the density of the other molecules. Of course, since there is an attractive force, the concentration of molecules around any given molecule will be higher than it is at a randomly chosen point. That is, the molecular positions are correlated. The mean field approximation ignores these correlations. So, we have

$$u = n \int_{r_{\text{min}}}^{\infty} \phi(r) dV = -2na,$$

which is really just the definition of $a$. The factor of two is included for computational convenience. Due to its interactions with all the other molecules, a given molecule has, on the average, a change to its energy of $-2na$. There are $N$ molecules, so the total change in energy due to the attractive part of the van der Waals interaction is

$$\Delta U = -2aN^{2}V,$$

However, this double counts the interaction energy since each molecule is counted twice: once while contributing to the mean field and once while being acted upon by the mean field. So we need to divide by a factor of two (why we put 2 in to start with!). So

$$\Delta U = \Delta F = -aN^{2}V.$$

Our final approximate expression for the free energy of a van der Waals gas is

$$F = -N\tau \left( \log \frac{nQ(V-bN)}{N} + 1 \right) - a\frac{N^{2}}{V}.$$

We differentiate with respect to the volume to get the pressure,

$$p = -\frac{\partial F}{\partial V} \tau,N = \frac{N\tau}{V-bN} - a\frac{N^{2}}{V^{2}},$$

which can be rearranged to

$$\left( p + a\frac{N^{2}}{V^{2}} \right)(V-bN) = N\tau.$$
We can put the van der Waals equation of state into dimensionless form if we define
\[ p_c = \frac{a}{27b^2}, \quad V_c = 3bN, \quad \tau_c = \frac{8a}{27b}. \]

Then
\[
\left( \frac{p}{p_c} + \frac{3}{(V/V_c)^2} \right) \left( \frac{V}{V_c} - \frac{1}{3} \right) = \frac{8}{3} \frac{\tau}{\tau_c}.
\]

This equation is plotted for several values of \( \tau \) in the figure. For large \( \tau \), it approaches the ideal gas equation of state, but for small \( \tau \) there are large deviations from the ideal gas equation of state. We will explore these deviations and see what they have to do with phase transitions next time!