Reading

K&K chapter 6 and the first half of chapter 7 (the Fermi gas).

The Ideal Gas Again

Using the grand partition function, we’ve discussed the Fermi-Dirac and Bose-Einstein distributions and their classical—low occupancy—limit, the Maxwell-Boltzmann distribution.

In lecture 5, we considered an ideal gas starting from the partition function. We considered the states of a single particle in a box and we used the Boltzmann factor and the number of such states to calculate the partition function for a single particle in a box. Then we said the partition function for \( N \) weakly interacting particles is the product of \( N \) single particle partition functions divided by \( N! \),

\[
Z_N(\tau) = \frac{1}{N!} Z^N_1 = \frac{1}{N!} (n_Q V)^N .
\]

We introduced the factor of \( N! \) to account for the permutations of the \( N \) particles among the single particle states forming the overall composite state of the system.

The introduction of this \( N! \) factor was something of a “fast one!” We gave a plausible argument for it, but without a formalism that includes the particle number, it’s hard to do more. Now that we have the grand partition function we can reconsider the problem.

In addition to cleaning up this detail, we also want to consider how to account for the internal states of the molecules in a gas, the heat and work, etc., required for various processes with an ideal gas, and also we want to consider the absolute entropy and see how the Sackur-Tetrode formula relates to experiment.
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The N Particle Problem

The factor of \( N! \) in the ideal gas partition function was apparently controversial in the early days of statistical mechanics. In fact, in Schroedinger’s book on the subject, he has a chapter called “The N Particle Problem.”

I think this is kind of amusing, so let’s see what the \( N \) particle problem really is.

The free energy with the \( N! \) term is

\[
F_C = -\tau \log Z, \\
= -\tau \log((n_Q V)^N / N!), \\
= -\tau(N \log n_Q + N \log V - N \log N + N), \\
= -\tau N \log \left[ (m\tau / 2\pi \hbar^2)^{3/2}(V/N) \right] - \tau N,
\]

where the subscript \( C \) denotes the “correct” free energy. Without the \( N! \) term, the “incorrect” free energy is

\[
F_I = -\tau \log Z, \\
= -\tau \log(n_Q V)^N, \\
= -\tau(N \log n_Q + N \log V), \\
= -\tau N \log \left[ (m\tau / 2\pi \hbar^2)^{3/2}V \right]
\]

For the entropy, \( \sigma = -\partial F/\partial \tau, \)

\[
\sigma_C = N \log(n_Q V/N) + (3/2)N + N, \\
= N \left( \log \frac{n_Q V}{N} + \frac{5}{2} \right),
\]

and

\[
\sigma_I = N \log(n_Q V) + (3/2)N, \\
= N \left( \log(n_Q V) + \frac{3}{2} \right).
\]

With a given amount of gas, the change in entropy between an initial and final state is given correctly by either formula,

\[
\sigma_{Cf} - \sigma_{Ci} = \sigma_{If} - \sigma_{Ii} = \frac{3}{2} N \log \frac{\tau_f}{\tau_i} + N \log \frac{V_f}{V_i}.
\]

But what happens when we change the amount of gas?

Note that \( N \) and \( V \) are both extensive quantities; the concentration, \( n = N/V \), is an intensive quantity. \( \sigma_C \) is proportional to an extensive quantity. On the other hand, \( \sigma_I \)
contains an extensive quantity times the logarithm of an extensive quantity. This means that the (incorrect) entropy is not proportional to the amount of gas we have!

For example, suppose we have two volumes $V$, each containing $N$ molecules of (the same kind of) gas at temperature $\tau$. Then each has $\sigma_I = N(\log(n_QV)+3/2)$, for a total of $2N(\log(n_QV)+3/2)$. We can imagine a volume $2V$ divided in half by a removable partition. We start with the partition in place and the entropy as above. We remove the partition. Now we have $2N$ molecules in a volume $2V$. The entropy becomes $\sigma_I = 2N(\log(2n_QV)+3/2)$ which exceeds the entropy with the partition in place by $\Delta \sigma_I = 2N \log 2$! But did anything really change upon removing the partition? What kind of measurements could we make on the gas in either volume to detect whether the partition were in place or not???

Note that the total $\sigma_C$ is the same before and after the partition is removed.

We might consider the same experiment but performed with two different kinds of molecules, $A$ and $B$. We start with $N$ molecules of type $A$ on one side of the partition and $N$ molecules of type $B$ on the other side of the partition. Before the partition is removed, we have

$$\sigma_C = N\left(\log \frac{n_QAV}{N} + \frac{5}{2}\right) + N\left(\log \frac{n_QBV}{N} + \frac{5}{2}\right),$$

where the two kinds of molecules may have different masses and so might have different quantum concentrations. Now we remove the partition. This time we have to wait for equilibrium to be established. We assume that no chemical reactions occur—we are only waiting for the molecules to diffuse so that they are uniformly mixed. Once equilibrium has been established, each molecule occupies single particle states in a volume $2V$ and the entropy is

$$\sigma_C = N\left(\log \frac{2n_QAV}{N} + \frac{5}{2}\right) + N\left(\log \frac{2n_QBV}{N} + \frac{5}{2}\right),$$

which is $2N \log 2$ greater than the initial entropy. This increase is called the entropy of mixing.

In the experiment with the same gas on both sides of the partition, the incorrect expression for entropy gave an increase which turns out to be the same as the entropy of mixing if we start out with two different gases. This emphasizes the point that the incorrect expression results from over counting the states by treating the molecules as distinguishable.

In the mixing experiment, we can make measurements that tell us whether the partition has been removed. If we sample the gas in one of the volumes and find all the molecules are type $A$, then we’re pretty sure that the partition hasn’t been removed! If we find a mixture of type $A$ and type $B$, then we’re pretty sure that it has been removed.

Finally, note that if we go back to the case of the same gas, and reinsert the partition,
then $\sigma_I$ decreases by $2N \log 2$. This is a violation of the second law!

The Ideal Gas From the Grand Partition Function

An ideal gas is the low occupancy limit of non-interacting particles. In this limit, both the Fermi-Dirac and Bose-Einstein distributions become the Maxwell-Boltzmann distribution which is

$$f(\epsilon) = e^{(\mu - \epsilon)/\tau},$$

where $f(\epsilon) \ll 1$ is the average occupancy of a state with energy $\epsilon$. The chemical potential, $\mu$, is found by requiring that the gas have the correct number of molecules,

$$N = \sum_{\text{All states}} e^{(\mu - \epsilon)/\tau},$$

$$= e^{\mu/\tau} \sum_{\text{All states}} e^{-\epsilon/\tau},$$

$$= e^{\mu/\tau} Z_1,$$

$$= e^{\mu/\tau} n_Q V,$$

where $Z_1$ is the single particle partition function we discussed earlier. Then

$$\mu = \tau \log \frac{n}{n_Q},$$

as we found earlier.

The free energy satisfies

$$\left( \frac{\partial F}{\partial N} \right)_{\tau,V} = \mu(N, \tau, V),$$

so

$$F = \int_0^N \mu(N', \tau, V) dN',$$

$$= \int_0^N \tau \log \frac{N'}{n_Q V} dN',$$

$$= \tau \int_0^N (\log N' - \log(n_Q V)) dN',$$

$$= \tau \left( N' \log N' - N' - N' \log(n_Q V) \right)_0^N,$$

$$= N \tau \left( \log \frac{n}{n_Q} - 1 \right).$$
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Of course, this is in agreement with what we had before. The $N!$ factor that we previously inserted by hand, comes about naturally with this method. (It is responsible for the $N$ in the concentration in the logarithm and the $-1$ within the parentheses.)

As a reminder, the pressure is found from the free energy by

$$p = -\left(\frac{\partial F}{\partial V}\right)_{\tau,N},$$

which gives the ideal gas equation of state

$$p = \frac{N\tau}{V}.$$

The entropy is found by differentiating with respect to the temperature,

$$\sigma = -\left(\frac{\partial F}{\partial \tau}\right)_{V,N},$$

which gives the Sackur-Tetrode expression,

$$\sigma = N \left(\log \frac{nQ}{n} + \frac{5}{2}\right).$$

The internal energy is most easily found from

$$U = F + \tau\sigma = \frac{3}{2}N\tau.$$

The energy of an ideal gas depends only on the number of particles and the temperature. Since

$$dU = \tau d\sigma - p dV + \mu dN,$$

the change in energy at constant volume and particle number is just $\tau d\sigma$. Then the heat capacity at constant volume is

$$C_V = \tau \left(\frac{\partial \sigma}{\partial \tau}\right)_{V,N},$$

which for the case of an ideal gas is

$$C_V = \frac{3}{2}N = \frac{3}{2}Nk,$$

where the last expression gives the heat capacity in conventional units. The molar specific heat at constant volume is $(3/2)N_0k = (3/2)R$ where $R$ is the gas constant. The heat
Capacity at constant pressure can be found by requiring that $dV$ and $d\tau$ be such that $p$ doesn’t change.

$$C_p = \tau \left( \frac{\partial \sigma}{\partial \tau} \right)_{p,N} = \left( \frac{\partial U}{\partial \tau} \right)_{p,N} + p \left( \frac{\partial V}{\partial \tau} \right)_{p,N}.$$  

Since $U$ depends only on $N$ and $\tau$,  

$$\left( \frac{\partial U}{\partial \tau} \right)_{p,N} = C_V.$$  

With the ideal gas equation of state, $V = (N/p)\tau$,  

$$p \left( \frac{\partial V}{\partial \tau} \right)_{p,N} = N,$$

so  

$$C_p = C_V + N, \quad \text{or} \quad C_p = C_V + Nk \quad \text{(in conventional units).}$$  

For the molar heat capacities, we have  

$$C_p = C_V + R,$$

and for the ideal monatomic gas, these are  

$$C_V = \frac{3}{2}R, \quad \text{and} \quad C_p = \frac{5}{2}R.$$  

The ratio of specific heats is usually denoted by $\gamma$, which for an ideal monatomic gas is  

$$\gamma = \frac{C_p}{C_V} = \frac{5}{3}.$$
Internal Degrees of Freedom

There are several corrections we might make to our treatment of the ideal gas. If we go to high occupancies, our treatment using the Maxwell-Boltzmann distribution is inappropriate and we should start from the Fermi-Dirac or Bose-Einstein distribution directly.

We have ignored the interactions between molecules. This is a good approximation for low density gases, but not so good for higher densities (but these higher densities can still be low enough that the MB distribution applies). We will discuss an approximate treatment of interactions in a few weeks when we discuss phase transitions.

Finally, we have ignored any internal structure of the molecules. We will remedy this omission now. We imagine that each molecule contains several internal states with energies $\epsilon_{\text{int}}$. Note that int is understood to be an index over the internal states. There may be states with the same energy and states with differing energies. In our non-interacting model, the external energy is just the kinetic energy due to the translation motion of the center of mass, $\epsilon_{\text{cm}}$. Again, cm is to be understood as an index which ranges over all states of motion of the cm. Although we are considering internal energies, we are not considering ionization or dissociation. When a molecule changes its internal state, we assume the number of particles does not change.

Let’s consider the grand partition function for a single state of center of mass motion. That is, we’re going to consider the grand partition function for single particle states—with internal degrees of freedom—in a box. The energy of the particle is $\epsilon_{\text{cm}} + \epsilon_{\text{int}}$. Then the grand partition function is

$$Z = 1 + e^{(\mu - \epsilon_{\text{cm}} - \epsilon_{\text{int},1})/\tau} + e^{(\mu - \epsilon_{\text{cm}} - \epsilon_{\text{int},2})/\tau} + \ldots$$

$$+ \text{two particle terms} + \text{three particle terms} + \ldots,$$

$$= 1 + e^{(\mu - \epsilon_{\text{cm}})/\tau} \sum_{\text{int}} e^{-\epsilon_{\text{int}}/\tau}$$

$$+ \text{two particle terms} + \text{three particle terms} + \ldots,$$

$$= 1 + e^{(\mu - \epsilon_{\text{cm}})/\tau} Z_{\text{int}} + \text{two particle terms} + \text{three particle terms} + \ldots,$$

$$= 1 + e^{(\mu - \epsilon_{\text{cm}})/\tau} Z_{\text{int}} + e^{2(\mu - \epsilon_{\text{cm}})/\tau} Z_{\text{int}}^{2}/2! + e^{3(\mu - \epsilon_{\text{cm}})/\tau} Z_{\text{int}}^{3}/3! + \ldots,$$

where $Z_{\text{int}}$ is the partition function for the internal states. The above expression is strictly correct only for bosons. For fermions, we would need to be sure that the multiple particle terms have all particles in different states which means that the internal partition functions do not factor as shown above.

However, we really don’t need to worry about this because we’re going to go to the classical limit where the occupancy is very small. This means we can truncate the sum.
above after the second term,

\[ Z = 1 + e^{(\mu - \epsilon_{cm})/\tau Z_{\text{int}}} . \]

The mean occupancy of the center of mass state, whatever the internal state, is

\[ f(\epsilon_{cm}) = \frac{e^{(\mu - \epsilon_{cm})/\tau Z_{\text{int}}}}{1 + e^{(\mu - \epsilon_{cm})/\tau Z_{\text{int}}}} \approx e^{(\mu - \epsilon_{cm})/\tau Z_{\text{int}}} , \]

which is just the Maxwell-Boltzmann distribution with an extra factor of the internal partition function, \( Z_{\text{int}} \).

Now we should modify our previous expressions to allow for this extra factor of \( Z_{\text{int}} \). Recall that we chose the chemical potential to get the correct number of particles. In that calculation, \( \exp(\mu/\tau) \) must be replaced by \( \exp(\mu/\tau)Z_{\text{int}} \), and everything else will go through as before. Then our new expression for \( \mu \) is

\[ \mu = \tau \log \frac{n}{nQZ_{\text{int}}} = \tau \left( \log \frac{n}{nQ} - \log Z_{\text{int}} \right) . \]

The free energy becomes

\[ F = F_{\text{cm}} + F_{\text{int}} = N\tau \left( \log \frac{n}{nQZ_{\text{int}}} - 1 \right) , \]

where \( F_{\text{cm}} \) is our previous expression for the free energy due to the center of mass motion of molecules with no internal degrees of freedom, and

\[ F_{\text{int}} = -N\tau \log Z_{\text{int}} , \]

is the free energy of the internal states alone. The expression for the pressure is unchanged since in the normal situation, the partition function of the internal states does not depend on the volume. (Is this really true? How do we get liquids and solids? Under what conditions might it be a good approximation?) The expression for the entropy becomes

\[ \sigma = \sigma_{\text{cm}} + \sigma_{\text{int}} , \]

where \( \sigma_{\text{cm}} \) is our previous expression for the entropy of an ideal gas, the Sackur-Tetrode expression, and

\[ \sigma_{\text{int}} = -\left( \frac{\partial F_{\text{int}}}{\partial \tau} \right)_{V,N} = \left( \frac{\partial (N\tau \log Z_{\text{int}})}{\partial \tau} \right)_{V,N} = N \log Z_{\text{int}} + N\tau \left( \frac{\partial (\log Z_{\text{int}})}{\partial \tau} \right)_{V,N} . \]

The energy, \( U \), and therefore the heat capacities, receive a contribution from the internal states. The extra energy is

\[ U_{\text{int}} = F_{\text{int}} + \tau \sigma_{\text{int}} = F_{\text{int}} - \tau \left( \frac{\partial F_{\text{int}}}{\partial \tau} \right)_{V,N} = -\tau^2 \frac{\partial}{\partial \tau} \left( \frac{F_{\text{int}}}{\tau} \right) . \]
To make further progress, we need to consider some specific examples of internal structure that can give rise to $Z_{\text{int}}$. Suppose the molecules are single atoms but these atoms have a spin quantum number $S$. Then there are $2S + 1$ internal states that correspond to the $2S + 1$ projections of the spin along an arbitrary axis. In the absence of a magnetic field, all these states have the same energy which we take as $\epsilon_{\text{int}} = 0$. Then $Z_{\text{int}} = 2S + 1$ and

$$F_{\text{int}} = -N\tau \log(2S + 1),$$
$$\sigma_{\text{int}} = N \log(2S + 1),$$
$$U_{\text{int}} = 0,$$

so the entropy is increased over that of a simple ideal gas, but the energy doesn’t change. The increase in entropy is easy to understand. What’s happening is that each atom has $2S + 1$ times as many states available as a simple atom with no internal structure. The entropy, the logarithm of the number of states, increases by $\log(2S + 1)$ per atom.

That was a fairly trivial example. Here’s another one: Suppose that each molecule has one internal state with energy $\epsilon_1$. Then $Z_{\text{int}} = \exp(-\epsilon_1/\tau)$ and

$$F_{\text{int}} = -N\tau \log Z_{\text{int}} = +N\epsilon_1,$$
$$\sigma_{\text{int}} = 0,$$
$$U_{\text{int}} = N\epsilon_1,$$

and

$$\Delta \mu = -\tau \log Z_{\text{int}} = +\epsilon_1.$$

In this example, we didn’t change the entropy (each molecule has just one state), but we added $\epsilon_1$ to the energy of each molecule. This change in energy shows up in the chemical potential as a per molecule change and it shows up in the free energy and energy as $N$ times the per molecule change. This example is basically a small test of the self-consistency of the formalism!

More realistic examples include the rotational and vibrational states of the molecules. Single atoms have neither rotational nor vibrational modes (they do have electronic excitations!). A linear molecule (any diatomic molecule and some symmetric molecules such as CO$_2$, but not H$_2$O) has two rotational degrees of freedom. Non-linear molecules have three rotational degrees of freedom. Diatomic molecules have one degree of vibrational freedom. More complicated molecules have more degrees of vibrational freedom. If the molecule has $M$ atoms, $3M$ coordinates are required to specify the locations of all the atoms. The molecule thus has $3M$ degrees of freedom. Three of these are used in specifying the location of the center of mass. Two or three are used for the rotational degrees of freedom. The remainder are vibrational degrees of freedom.

You might be uncomfortable with 0 or two degrees of rotational freedom for point or linear molecules. To make this plausible, recall that an atom consists of a nucleus
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surrounded by an electron cloud. The electrons are in states with angular momentum, and to change the angular momentum one or more electrons must be placed in an excited electronic state. This is possible, but if there is an appreciable thermal excitation of such states, the atom has a fair chance of being ionized. If the atom is part of a molecule, that molecule has probably been dissociated as molecular binding energies are usually small compared to atomic binding energies. The upshot of all this is that such excitations are not important unless the temperature is high enough that molecules are dissociating and atoms are ionizing!

Rotational energy is the square of the angular momentum divided by twice the moment of inertia. (Ignoring things like the fact that inertia is a tensor!) Since angular momentum is quantized, so is rotational energy. This means that at high temperatures, we expect an average energy of $\tau/2$ per rotational degree of freedom, but at low temperatures we expect that the rotational modes are “exponentially frozen out.” In this case, they do not contribute to the partition function, the energy, or the entropy. The spacing between the rotational energy levels sets the scale for low and high temperatures.

Similarly, for each vibrational degree of freedom, we expect that the corresponding normal mode of oscillation can be treated as a harmonic oscillator and that at high temperatures there will be an average energy of $\tau$ per vibrational degree of freedom ($\tau/2$ in kinetic energy and $\tau/2$ in potential energy). At low temperatures the vibrational modes are exponentially frozen out and do not contribute to the internal partition function, the energy or the entropy. $\hbar$ times the frequency of vibration sets the scale for low and high temperatures.

As an example, consider a diatomic gas. At low temperatures, the energy will be $3N\tau/2$, the entropy will be given by the Sackur-Tetrode expression and the molar heat capacities will be $C_V = 3R/2$ and $C_p = 5R/2$ with $\gamma = 5/3$. As the temperature is raised the rotational modes are excited and the energy becomes $5N\tau/2$ with molar specific heats of $C_V = 5R/2$ and $C_p = 7R/2$ and $\gamma = 7/5$. If the temperature is raised still higher the vibrational modes can be excited and $U = 7N\tau/2$, $C_V = 7R/2$, $C_p = 9R/2$, and $\gamma = 9/7$. 
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Ideal Gas Processes

We will consider various processes involving a fixed amount of an ideal gas. We will assume that the heat capacities are independent of temperature for these processes. (In other words, the temperature changes will not be large enough to thaw or freeze the rotational or vibrational modes.) We will want to know the work done, heat added, the change in energy and the change in entropy of the system.

Note that work and heat depend on the process, while energy and entropy changes depend only on the initial and final states. For the most part we will consider reversible processes.

Consider a constant volume process. About the only thing one can do is add heat! In this case, \( p_f/p_i = T_f/T_i \).

\[
Q = n C_V (T_f - T_i), \\
W = 0, \\
\Delta U = n C_V (T_f - T_i), \\
\Delta S = \int n C_V \frac{dT}{T} = n C_V \log \frac{T_f}{T_i},
\]

where \( Q \) is the heat added to the gas, \( W \) is the work done on the gas, \( n \) is the number of moles, \( C_V \) and \( C_p \) are the molar heat capacities in conventional units and \( T \) and \( S \) are the temperature and entropy in conventional units.

Consider a constant pressure (isobaric) process. In this case, if heat is added, the gas will expand and \( V_f/V_i = T_f/T_i \)

\[
Q = n C_p (T_f - T_i), \\
W = - \int_{V_i}^{V_f} p \, dV = - n R (T_f - T_i), \\
\Delta U = n C_V (T_f - T_i), \\
\Delta S = n C_p \int_{T_i}^{T_f} \frac{dT}{T} = n C_p \log \frac{T_f}{T_i} = n C_V \log \frac{T_F}{T_i} + n R \log \frac{V_f}{V_i}.
\]

Consider a constant temperature (isothermal) process. Heat is added and the gas expands to maintain a constant temperature. The pressure and volume satisfy \( p_f/p_i = \)

\[
Q = n C_p (T_f - T_i), \\
W = - \int_{V_i}^{V_f} p \, dV = - n R (T_f - T_i), \\
\Delta U = n C_V (T_f - T_i), \\
\Delta S = n C_p \int_{T_i}^{T_f} \frac{dT}{T} = n C_p \log \frac{T_f}{T_i} = n C_V \log \frac{T_F}{T_i} + n R \log \frac{V_f}{V_i}.
\]
\( (V_f/V_i)^{-1} \).

\[
W = - \int_{V_i}^{V_f} p \, dV = -nRT \int_{V_i}^{V_f} \frac{dV}{V} = -nRT \log \frac{V_f}{V_i},
\]

\( \Delta U = 0 \),

\[
Q = -W = nRT \log \frac{V_f}{V_i},
\]

\[
\Delta S = nR \int_{V_i}^{V_f} \frac{dV}{V} = nR \log \frac{V_f}{V_i}.
\]

Consider a constant entropy process. This is often called an adiabatic process. However, adiabatic is also taken to mean that no heat is transferred. Since it is possible to change the entropy without heat transfer, the term isentropic can be used to explicitly mean that the entropy is constant. It is left as an exercise to show that in an isentropic process with an ideal gas, \( pV^\gamma = \) constant. Then

\[
W = - \int_{V_i}^{V_f} p \, dV = -p_i V_i^\gamma \int_{V_i}^{V_f} \frac{dV}{V^\gamma} = \frac{p_i V_i^\gamma}{\gamma - 1} \left( \frac{1}{V_f^{\gamma-1}} - \frac{1}{V_i^{\gamma-1}} \right),
\]

\( Q = 0 \),

\[
\Delta U = W = -\frac{nRT_i}{\gamma - 1} \left( 1 - \left( \frac{V_i}{V_f} \right)^{\gamma-1} \right),
\]

\( \Delta S = 0 \).

Finally, let’s consider an irreversible process. Suppose a gas is allowed to expand from a volume \( V_i \) into a vacuum until its volume is \( V_f \). This is called a free expansion. No work is done to the gas and no heat is added, so the energy and temperature don’t change. The initial and final states are the same as in the reversible isothermal expansion, so the entropy change is the same as for that case,

\[
Q = 0,
\]

\( W = 0 \),

\( \Delta U = 0 \),

\[
\Delta S = nR \log \frac{V_f}{V_i}.
\]

This is an adiabatic, but not isentropic, process. Note that if a gas is not ideal, then it may be that the energy depends on volume (or rather, concentration) as well as temperature. Such a deviation from the ideal gas law can be uncovered by measuring the temperature of a gas before and after a free expansion.