Pressure

Recall in lecture 2, we maximized the entropy with respect to changes in energy, volume, and particle number and made some definitions and came up with

\[ dU = \tau d\sigma - p dV + \mu dN , \]

with

\[
\frac{1}{\tau} = \left( \frac{\partial \sigma}{\partial U} \right)_{V,N}, \quad \frac{p}{\tau} = \left( \frac{\partial \sigma}{\partial V} \right)_{U,N}, \quad -\frac{\mu}{\tau} = \left( \frac{\partial \sigma}{\partial N} \right)_{U,V} .
\]

Observe that if \( \sigma \) and \( N \) are constant, then the pressure is

\[ p = -\left( \frac{\partial U}{\partial V} \right)_{\sigma,N} . \]

What does it mean to keep \( \sigma \) and \( N \) constant? \( N \) is easy, we just keep the same number of particles. \( \sigma \) requires a bit more thought. If the entropy doesn’t change, the number of states doesn’t change. If we perform a volume change at constant entropy, we are changing the volume without changing the microstates of the system. In other words, the energy change produced by a change in volume at constant entropy is purely a mechanical energy change, not a thermal energy change. We know mechanics: the work done (and energy supplied) when the volume is increased by \( dV \) is just \(-pdV\), where \( p \) is the ordinary mechanical pressure, force per unit area. This argument supports our identification of

\[ p = \tau \left( \frac{\partial \sigma}{\partial V} \right)_{U,N} , \]

as the conventional mechanical pressure.
Pressure in a Low Density Gas, I

Suppose we have some gas in equilibrium at low density. By low density, we mean that the molecules spend most of the time well separated from each other so that they are weakly interacting. Occasionally, there are collisions between molecules and these serve to randomize the velocities and maintain thermal equilibrium. To the extent that we can treat molecules as point masses and ignore their interactions, we have a model for an ideal gas.

We are going to relate the pressure to the motions of the gas molecules. To start with, consider a wall of the container holding the gas. The wall is perpendicular to the $x$ direction. There is a force on this wall because gas molecules are bouncing off it. If the mass of a molecule is $m$, and the $x$ component of its velocity is $v_x$, then the change in momentum experienced by this molecule if it makes a perfectly elastic, perfectly reflecting collision from the wall is $\Delta P_x = -2mv_x$, and of course, the wall experiences an equal and opposite change in momentum.

A perfectly elastic and perfectly reflecting collision is one in which $v_x$ changes sign and $v_y$ and $v_z$ are unchanged. In other words, the angle of reflection equals the angle of incidence and the kinetic energy is unchanged by the collision. Do we really think that all collisions between molecules and walls are like this? Of course not. A gas molecule doesn’t collide with a “wall,” it collides with one, or a small number, of molecules that are part of the wall, and this collision is just as “randomizing” as collisions between gas molecules. On the average, there can be no net change in $v_y$ or $v_z$ or the gas would start moving in the $y$ or $z$ directions. In the same way, there can be no net change in the energy caused by collisions with the wall or the gas would heat up or cool down, contrary to the assumption of thermal equilibrium. So as a convenience, which is consistent with the average behavior, we treat the collisions as perfectly elastic and reflecting.

The change in momentum of the wall in one collision is $2mv_x$. Consider a time interval $\Delta t$ and an area of the wall $\Delta A$, and consider molecules with velocities in the range $v_x \rightarrow v_x + dv_x$, $v_y \rightarrow v_y + dv_y$, $v_z \rightarrow v_z + dv_z$. If, at the beginning of the time interval, such a molecule is headed in the positive $x$ direction and contained within the parallelepiped indicated schematically in the figure, it will collide with the wall during the time interval. The change in momentum caused by such molecules is

$$\delta P_x = \left[ \frac{N}{V} \right] [v_x \Delta t \Delta A] [p(v_x, v_y, v_z) \, dv_x \, dv_y \, dv_z] \left[ 2mv_x \right],$$

where the first factor is the number of molecules per unit volume, the second factor is the volume, the third gives the fraction of molecules which have the specified velocity, and the last
is the change in momentum per collision. Note that \( p(v_x, v_y, v_z) \) is the probability density for the velocities and is most likely the Maxwell velocity distribution, but all we require is that it be independent of direction. We find the total change in momentum during the time interval by adding up the contribution of all molecules

\[
\Delta P_x = \int_0^{+\infty} dv_x \int_{-\infty}^{+\infty} dv_y \int_{-\infty}^{+\infty} dv_z \, p(v_x, v_y, v_z) \frac{N}{V} 2mv_x^2 \Delta t \Delta A ,
\]

where the integral over \( v_x \) includes only \( v_x > 0 \) since we want the molecules that are about to collide with the wall, not those which have just collided. Pressure is the rate of change of momentum per unit area, so

\[
p = \frac{\Delta P_x}{\Delta t \Delta A} = \frac{N}{V} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \, p(v_x, v_y, v_z) \, mv_x^2 \, dv_x \, dv_y \, dv_z = \frac{N}{V} m \langle v_x^2 \rangle .
\]

Since the distribution is independent of direction, we dropped the factor of two and extended the range of integration to \( v_x < 0 \). Also since the distribution is isotropic, we have \( m \langle v_x^2 \rangle = m \langle v_y^2 \rangle = m \langle v_z^2 \rangle = \frac{1}{3}m \langle v^2 \rangle = \frac{2}{3} \langle E_{\text{tran}} \rangle \), where \( \langle E_{\text{tran}} \rangle \) is the average translational kinetic energy per molecule. Finally,

\[
pV = \frac{2}{3} N \langle E_{\text{tran}} \rangle = \frac{2}{3} U_{\text{tran}} ,
\]

where \( U_{\text{tran}} \) is the translational kinetic energy of all the gas molecules. If, in fact, the probability density for the velocities is the Maxwell density, then \( \langle E_{\text{tran}} \rangle = 3\tau/2 \) (homework!) and

\[
pV = N \tau = NkT = nRT ,
\]

where \( n \) is the number of moles and \( R \) is the gas constant.
Pressure in a Low Density Gas, II

Look inside a gas, and consider molecules with velocity components in $dv_x dv_y dv_z \equiv d^3v$ at $(v_x, v_y, v_z) = \mathbf{v}$, these molecules have an x momentum density (momentum per unit volume) of

$$\frac{\delta P_x}{\delta V} = \frac{N}{V} m v_x p(v) d^3v.$$  

All this momentum is carried in the x direction at speed $v_x$. Note that positive momentum is carried in the positive direction while negative momentum is carried in the negative direction; both contribute to a momentum flux in the x direction. In fact, the flux of x momentum in the x direction (momentum per unit area perpendicular to x per unit time) is

$$\frac{\delta P_x}{\delta A \delta t} = \frac{N}{V} m v_x^2 p(v) d^3v.$$  

To get the total flux of momentum, we integrate over all velocities and come up with the same thing we had before. Momentum per unit area per second which is force per unit area which is pressure is

$$p = \frac{N}{V} \int d^3v m v_x^2 p(v) = \frac{N}{V} m \langle v_x^2 \rangle.$$  

So, why did we bother with this? For one thing, we don’t have to introduce a wall to talk about pressure. Pressure exists throughout a fluid. Secondly, it’s a first introduction to calculation of transport phenomena.

In the preceding we considered the transport of x momentum in the x direction. Of course, y momentum is transfered in the y direction and z momentum in the z direction. These are usually numerically equal to the flux of x momentum in the x direction and we have an isotropic pressure. One can also transport x momentum in the y and z directions, y momentum in the x and z directions and z momentum in the x and y directions. For the simple gas we’ve been considering, these fluxes are zero (can you see why?). However, in more complicated situations, they might not be zero; they correspond to viscous forces. In general, we need a nine component object to specify the transport of momentum (a vector) in any of three directions. This is a second rank tensor, usually called the stress tensor.

Summary: For an ideal gas, we’ve found an expression relating pressure, volume and translational kinetic energy. We related the energy to the temperature using the Maxwell velocity distribution, which was motivated by the Boltzmann factor. However, in writing down the Maxwell distribution, we “finessed” the issue of counting the states, so we haven’t really derived the ideal gas law.
States of a Particle in a Box.

In order to count states, we will use quantum mechanics to ensure that we have discrete states and energy levels. Let’s consider a single particle which is confined to a cubical box of dimensions $L \times L \times L$. You might think that this is artificial and wonder how the physics could depend on the size of a box a particle is in? It is artificial and it’s a trick to make the math easier. Once a box is big enough, the physics doesn’t depend on the size of the box, and the physics we deduce must not depend in any critical way on the box size when we take the limit of a very big box. (Of course, the volume of a system is one of the extensive parameters that describes the system and it’s OK for the volume to enter in a manner like it does in the ideal gas law!) In what follows, we’ll ignore rotational and internal energy of the particles and drop the “tran” subscript.

As you probably know, particles are described by wave functions in quantum mechanics. The de Broglie relation between wavelength ($\lambda$) and momentum ($P$) is $P = h/\lambda$, where $h$ is Planck’s constant. The wave function for a particle in a box must be zero at the walls of the box (otherwise the particle might be found right at the wall). In one dimension, suitable wave functions are $\psi(x) \propto \sin(n_x \pi x/L)$ where $0 \leq x \leq L$ and $n_x$ is an integer. This amounts to fitting an integer number of half wavelengths into the box. (If you recall the Bohr model of the atom, the idea there is to fit an integral number of wavelengths in the electron’s orbit.) The momentum is $P_x = \pm n_x h/2L = \pm n_x \hbar \pi/L$. The $\pm$ sign on the momentum indicates that the wave function is a standing wave that is a superposition of travelling waves moving in both directions. The first three wave functions are shown in the figure. In three dimensions, we have

$$\psi(x, y, z) \propto \sin(n_x \pi x/L) \sin(n_y \pi y/L) \sin(n_z \pi z/L),$$

which corresponds to fitting standing waves in all three directions in the box. The momentum is

$$P = \frac{\pi \hbar}{L} (\pm n_x, \pm n_y, \pm n_z).$$

The energy is

$$E = \frac{P^2}{2m} = \frac{\pi^2 \hbar^2}{2mL^2} \left(n_x^2 + n_y^2 + n_z^2\right).$$

Now we are getting close to being able to count states. Consider a three dimensional coordinate system with axes $n_x, n_y, n_z$ (regarded as continuous variables). There is a state at each lattice point $(n_x, n_y, n_z)$ integers) in the octant where all are non-negative. Because $\hbar$ is so small, and also because we usually deal with a large number of particles, we will be concerned with energies where the quantum numbers (the $n$‘s) are large. How
many states are there with energy $< E$? Answer:

$$N(< E) = \frac{1}{8} \frac{4\pi}{3} \left( \frac{E}{\sqrt{\frac{E}{\pi^2\hbar^2/2mL^2}}} \right)^3.$$ 

This is just the volume of an octant of a sphere with radius given by the square root above. It's the number of states because each state (lattice point) occupies unit volume. For a large number of states, we don't care about the small errors made at the surface of the sphere. The number of states with energy less than $E$ is the integral of the density of states, $n(E)$,

$$N(< E) = \int_0^E n(E') \, dE',$$

where $E'$ is the dummy variable of integration. Differentiate both sides with respect to $E$ using the previous result for $N(< E)$,

$$n(E) = 2\pi \sqrt{E} \left( \frac{\sqrt{2mL}}{2\pi\hbar} \right)^3.$$

Recall that when we discussed the Maxwell distribution, we concluded that the density of states had to be proportional to $\sqrt{E}$ in order to give the Maxwell distribution. Sure enough that’s what we get. All the other factors get absorbed into the overall normalization constant.

It will be instructive to work out a numerical value for the number of states for a typical case. So let’s suppose that $E = 3kT/2$ where $T = 273$ K and the volume $L^3 = 22 \times 10^3$ cm$^3$. That is, we consider an energy and volume corresponding to the average energy and molar volume of a gas at standard temperature and pressure. For $m$ we’ll use a mass corresponding to an N$_2$ molecule. The result is about $4 \times 10^{30}$ states, more than a million times Avogadro’s number.

We have been working out the states for one particle in a box. If we have more than one particle in the box, and they are non-interacting, then the same set of states is available to each particle. It the particles are weakly interacting, then these states are a first approximation to the actual states and we will usually just ignore the interactions when it comes to counting states. With this approximation, and with a mole of particles in the box, we’ve found that less than one in a million of the available states are occupied.
Partition Function for a Single Particle in a Box

We can use the same states we’ve just discussed to evaluate the partition function for a single particle in a box. We have

\[ Z(\tau) = \sum_{n_x, n_y, n_z} \exp \left( -\frac{\pi^2 \hbar^2}{2mL^2\tau} \left( n_x^2 + n_y^2 + n_z^2 \right) \right). \]

We will make a negligibly small error by converting the sums to integrals,

\[ Z(\tau) = \int_0^\infty d_n_x \int_0^\infty d_n_y \int_0^\infty d_n_z \exp \left( -\frac{\pi^2 \hbar^2}{2mL^2\tau} \left( n_x^2 + n_y^2 + n_z^2 \right) \right), \]

(rescaling variables)

\[ = \frac{1}{8} \frac{4\pi}{\sqrt{2m\tau/\pi\hbar}}^3 L^3 \int_0^\infty dx \int_0^\infty dy \int_0^\infty dz \exp(-x^2 - y^2 - z^2), \]

(changing to spherical coordinates and integrating over angles)

\[ = \frac{1}{8} \frac{4\pi}{\sqrt{2m\tau/\pi\hbar}}^3 \sqrt{\frac{1}{2}} \Gamma \left( \frac{3}{2} \right), \]

\[ = \frac{V}{(2\pi\hbar^2/m\tau)^{3/2}} \left( \Gamma(3/2) = \sqrt{\pi}/2 \right), \]

\[ = n_Q V. \]

The volume of the system is \( V = L^3 \) and the quantity that occurs in the last line, \( n_Q \) has the dimensions of an inverse volume or a number per unit volume. \( m\tau \) is the square of a typical momentum. So \( \hbar^2/m\tau \sim \lambda^2 \), and the volume associated with \( n_Q \) is roughly a cube of the de Broglie wavelength. This is roughly the smallest volume in which you can confine the particle (given its energy) and still be consistent with the uncertainty principle. K&K call \( n_Q \) the quantum concentration. A concentration is just a number per unit volume, and \( n_Q \) can be thought of as the concentration that separates the classical (lower concentrations) and quantum (higher concentrations) domains. For a typical gas at STP, the actual concentration \( n = N/V \) is much less than the quantum concentration (by the same factor as the ratio of the number of states to the number of molecules we calculated earlier), so the gas can be treated classically.
Partition Function for $N$ Particles in a Box

If we have $N$ non-interacting particles in our box, all with the same mass, then (see the homework) the partition function for the composite system is just the product of the partition functions for the individual systems,

$$Z_N(\tau) = Z_1(\tau)^N \quad \text{wrong!}$$

where $Z_N$ is the $N$-particle partition function and $Z_1$ is the 1-particle partition function calculated in the previous section.

Why is this wrong? Recall that the partition function is the sum of Boltzmann factors over all the states of the composite system. Writing $Z_N$ as a product includes terms corresponding to molecule A with energy $E_a$ and molecule B with energy $E_b$ and vice versa: molecule A with $E_b$ and molecule B with $E_a$. However, these are not different composite states if molecules A and B are indistinguishable! The product overcounts the composite states. Any given Boltzmann factor appears in the sum roughly $N!$ times more than it should because there are roughly $N!$ permutations of the molecules among the single particle states that give the same composite state.

Why “roughly?” Answer, if there are two or more particles in the same single particle state, then the correction for indistinguishability (what a word!) is not required. However, we’ve already seen that for typical low density gasses, less than one in a million single particle states will be occupied, so it’s quite safe to ignore occupancies greater than 1. (If this becomes a bad approximation, other quantum effects enter as well, so we need to do something different, anyway!)

To correct the product, we just divide by $N!$,

$$Z_N(\tau) = \frac{1}{N!} Z_1^N = \frac{1}{N!} \left(n_Q V\right)^N.$$

To find the energy, we use

$$\langle U \rangle = \tau^2 \frac{\partial}{\partial \tau} \log Z_N ,$$

$$= \tau^2 \frac{\partial}{\partial \tau} \left( - \log N! + N \log n_Q + N \log V \right) ,$$

$$= \tau^2 \frac{\partial}{\partial \tau} \left( N \log n_Q \right) ,$$

(derivatives of $N!$ and $\log V$ give 0)

$$= \tau^2 \frac{\partial}{\partial \tau} \left( N \log \left( \frac{m\tau}{2\pi\hbar^2} \right)^{3/2} \right),$$

$$= \frac{3}{2} N\tau ,$$
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which expresses the energy of an ideal gas in terms of the temperature. We’ve obtained this result before, using the Maxwell distribution. Note that our correction for overcounting of the microstates does not appear in the result.

At the beginning of this lecture, we noted that

\[ p = -\left( \frac{\partial U}{\partial V} \right)_{\sigma,N}, \]

and we remarked that keeping the entropy constant while changing the volume of a system means keeping the probability of each microstate constant. The average energy is

\[ \langle E \rangle = \sum_s E_s P(E_s), \]

and keeping the probabilities of the microstates constant means that \( P(E_s) \) doesn’t change. Thus, changing the volume at constant entropy changes the energy through changes in energies of the individual states. For each single particle state,

\[ E_s \propto \frac{1}{L^2} \propto V^{-2/3}, \]

which means

\[ \frac{dU}{U} = \frac{dE_s}{E_s} = -\frac{2}{3} \frac{dV}{V}, \]

all at constant \( \sigma \). Then the pressure is

\[ p = -\left( \frac{\partial U}{\partial V} \right)_{\sigma,N} = \frac{2}{3} \frac{U}{V}. \]

Again, this is a result we’ve seen before.
Helmholtz Free Energy

Recall the expression for the conservation of energy,

\[ dU = \tau \, d\sigma - p \, dV, \]

where we have omitted the chemical potential term, since we won’t be contemplating changing the number of particles at the moment.

If we have a system whose temperature is fixed by thermal contact with a heat bath, it is convenient to eliminate the differential in the entropy in favor of a differential in the temperature. For this we use a Legendre transformation—exactly the same kind of transformation used in classical mechanics to go from the Lagrangian, a function of coordinates and velocities, to the Hamiltonian, a function of coordinates and momenta.

Define the Helmholtz free energy by

\[ F = U - \tau \sigma. \]

Not all authors use the symbol \( F \) for this quantity—I believe some use \( A \) and there may be others. In any case,

\[ dF = dU - \tau \, d\sigma - \sigma \, d\tau = \tau \, d\sigma - p \, dV - \tau \, d\sigma - \sigma \, d\tau = -\sigma \, d\tau - p \, dV. \]

If a system is placed in contact with a heat bath and its volume is fixed, then its free energy is an extremum. As it turns out, the extremum is a minimum. To show this, we show that when the entropy of the system plus reservoir is a maximum (so equilibrium is established), the free energy is a minimum.

\[ \sigma = \sigma_r(U - U_s) + \sigma_s(U_s), \]
\[ = \sigma_r(U) - U_s(\partial \sigma_r/\partial U) + \cdots + \sigma_s(U_s), \]
\[ = \sigma_r(U) - U_s/\tau + \sigma_s(U_s), \]
\[ = \sigma_r(U) - (U_s - \tau \sigma_s(U_s))/\tau, \]
\[ = \sigma_r(U) - F_s/\tau. \]

In the above, the subscripts \( r \) and \( s \) refer to the reservoir and system and \( U \) is the fixed total energy shared by the reservoir and system. Note that unlike our derivation of the Boltzmann factor, the system here need not be so small that it can be considered to be in a single state—it can be a macroscopic composite system. However, it should be much smaller than the reservoir so that \( U_s \ll U \). Also, the partial derivatives above occur at fixed volume and particle number. Since \( \sigma_r(U) \) is just a number, and \( \tau \) is fixed, maximizing \( \sigma \) requires minimizing \( F \).
From $dF = -\sigma d\tau - p dV$, we see

$$\sigma = -\left(\frac{\partial F}{\partial \tau}\right)_V \quad \text{and} \quad p = -\left(\frac{\partial F}{\partial V}\right)_{\tau}.$$ 

Substituting $F = U - \tau \sigma$ in the right equation above,

$$p = -\left(\frac{\partial U}{\partial V}\right)_{\tau} + \tau \left(\frac{\partial \sigma}{\partial V}\right)_{\tau}.$$ 

This shows that at fixed temperature, if a system can lower its energy by expanding, then it generates a “force,” pressure, that will create an expansion. This is probably intuitive, since we are used to the idea that the equilibrium state is a minimum energy state. If the system can increase its entropy (at fixed temperature) by expanding, this too, generates a “force” to create an expansion.

Note that

$$\left(\frac{\partial \sigma}{\partial V}\right)_{\tau} = -\frac{\partial^2 F}{\partial V \partial \tau} = -\frac{\partial^2 F}{\partial \tau \partial V} = \left(\frac{\partial p}{\partial \tau}\right)_V.$$ 

The outer equality in this line is called a Maxwell relation. These occur often in thermodynamics and result from the fact that many thermodynamic parameters are first derivatives of the same thermodynamic “potential,” such as the free energy in this case.

The Free Energy and the Partition Function

Consider $F = U - \tau \sigma$ and $\sigma = -(\partial F/\partial \tau)_V$. Putting these together, we have

$$U = F + \tau \sigma,$$

$$= F - \tau \left(\frac{\partial F}{\partial \tau}\right)_V,$$

$$= -\tau^2 \frac{\partial (F/\tau)}{\partial \tau}.$$

Recall the expression for energy in terms of the partition function

$$U = \tau^2 \frac{\partial \log Z}{\partial \tau}.$$ 

Comparing with the above, we see

$$\frac{F}{\tau} = -\log Z + C,$$
where $C$ is a constant independent of $\tau$. In fact, the constant must be zero in order to give the correct entropy as $\tau \to 0$. If $\tau$ is sufficiently small, only the lowest energy ($E_0$) state enters the partition function. If it occurs $g_0$ different ways, then $\log Z \rightarrow \log g_0 - E_0/\tau$ and $\sigma = -\partial F/\partial \tau \rightarrow \partial(\tau \log g_0 - E_0 - \tau C)/\partial \tau = \log g_0 - C$. So $C = 0$ in order that the entropy have the correct zero point. Then

$$F = -\tau \log Z \quad \text{or} \quad Z = e^{-F/\tau}.$$  

Remembering that the Boltzmann factor is normalized by the partition function to yield a probability, we have

$$P(E_s) = \frac{e^{-E_s/\tau}}{Z} = e^{(F - E_s)/\tau}.$$

Just for fun, let’s apply some of these results using the partition function for the ideal gas we derived earlier.

$$F = -\tau \log Z,$$

$$= -\tau \log((n_QV)^N/N!),$$

$$= -\tau(N \log n_Q + N \log V - N \log N + N) \quad \text{(Stirling’s approx.),}$$

$$= -\tau N \log \left[ (m\tau/2\pi\hbar^2)^{3/2}(V/N) \right] - \tau N.$$

With $p = -\partial F/\partial V$, we have

$$p = \tau N/V,$$

the ideal gas law again. For the entropy, $\sigma = -\partial F/\partial \tau$,

$$\sigma = N \log(n_QV/N) + (3/2)N + N,$$

$$= N \left( \log \frac{n_Q}{n} + \frac{5}{2} \right),$$

where $n = N/V$ is the concentration. This called the Sackur-Tetrode formula. Note that if one considers the change in entropy between two states of an ideal gas,

$$\sigma_f - \sigma_i = \frac{3}{2} N \log \frac{\tau_f}{\tau_i} + N \log \frac{V_f}{V_i},$$

a classical result which doesn’t contain Planck’s constant. However, to set the zero point and get an “absolute” entropy, Planck’s constant does enter since it determines the spacing between states and their total number. The overcounting correction does not make any difference in the pressure above, but it does enter the entropy—as might have been expected. A final note is that these expressions for an ideal gas do not apply in the limit $\tau \to 0$. (Why?)
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